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Abstract

We introduce a new challenge in the ChaLearn
meta-learning series, which has a special league
for NewInML participants (with prizes and
certificates). The competition is part of the
NeurIPS’22 program and the winners will be in-
vited to co-author the analysis paper with the
organizers to appear in PMLR. The focus is on
“cross-domain” meta-learning, aiming at leverag-
ing experience from previous tasks to solve new
tasks efficiently (i.e., with better performance, lit-
tle training data and/or modest computational re-
sources). While our previous challenge addressed
within-domain few-shot learning for N-way k-shot
tasks (i.e., N class classification problems with k
training examples), this challenge proposes “any-
way” and “any-shot” tasks drawn from various
domains (healthcare, ecology, biology, manufac-
turing, and others), chosen for their humanitarian
and societal impact. Code submissions will be
blind-tested on CodaLab. The code of the win-
ners will be open-sourced.

1. Introduction
Challenges in machine learning have been instrumental in
pushing the state-of-the-art and stimulating participants to
tackle new difficult problems. Since 2015, ChaLearn has
been organizing challenges in Automated Machine Learn-
ing (AutoML) (Guyon et al., 2019) and Automated Deep
Learning (AutoDL) (Liu et al., 2021), with the aim of re-
ducing the need of human intervention in the design and
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implementation of machine learning models, to the greatest
possible extent. The results of these challenges motivated
us to organize a new ChaLearn challenge series in meta-
learning, focusing first on image classification and few-shot
learning. This challenge, the NeurIPS’22 Cross-Domain
MetaDL, is the third edition in the series. Submissions are
open between July 01 and August 31, 2022. The results
will be presented at the NeurIPS’22 conference.

This summary introduces our new challenge and presents
baseline results, with the aim of encouraging participation of
NewInML community members. Our new design will chal-
lenge participants to generalize across domains in differ-
ent regimes in numbers of ways and shots, and compare
“de novo” training with the use of pre-trained backbones.
Furthermore, the code of the winners will be open-sourced
and enable practical AutoML applications since the meta-
trained learner will be readily usable for few-shot image
classification in the 10 domains of the challenge. We offer
extensive tutorial material to lower the barrier of entry.
This should be stimulating to newcomers.

2. Competition design
2.1. Problem setting

The few-shot learning problems are often referred as N-
way k-shot problems. In these problems, each task Tj =
{Dtrain

Tj
,Dtest

Tj
} consists of a small training set Dtrain

Tj
and

a small test set Dtest
Tj

, referred to as support and query sets,
respectively. The number of ways N denotes the number of
classes in a task that represents an image classification prob-
lem, the same N classes are present in Dtrain

Tj
and Dtest

Tj
.

The number of shots k denotes the number of examples
per class in the support set. In this challenge, the tasks at
meta-test time have a number of classes varying from 2 to
20 (N ∈ [2, 20]), the support set contains 1 to 20 labeled
examples per class (k ∈ [1, 20]), and the query set contains
20 unlabeled examples per class, i.e., |Dtrain

Tj
| = N × k,

and |Dtest
Tj

| = N ×20. Moreover, since for this competition
the tasks come from the cross-domain scenario, the data
contained in one task Tj , belongs strictly to one dataset, but
different tasks may come from different datasets because
the meta-dataset used to carved out the tasks is composed of
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multiple datasets, i.e., MD = {D1, . . . ,Dn}. The number
of datasets n in the meta-dataset MD depends on the phase
(see Section 2.3).

2.2. Data

The datasets of this competition belong to the Meta-Album
meta-dataset, prepared in conjunction with this competition
(Ullah et al., 2022). It consists of 40 re-purposed and novel
image datasets from 10 domains: small and large animals,
plants and plant diseases, vehicles, human actions, micro-
scopic data, satellite images, industrial textures, and printed
characters. For this competition, we selected 30 datasets
from the meta-dataset and partitioned them into 3 sets of 10
datasets, one from each domain, used in the various compe-
tition phases (Set-0, Set-1, and Set-2). All final test phase
datasets are novel to the meta-learning community (not part
of past meta-learning benchmarks). Sets 0-2 will be released
on OpenML (Vanschoren et al., 2013) after the competition
ends.

2.3. Competition protocol

This is an online competition with code submission, i.e., the
participants need to provide their solutions as raw Python
code that will be executed on our dedicated CodaLab site1.
To guarantee fairness in the evaluation of the participants,
the CodaLab server used in this challenge is equipped with
10 identical computer workers. Each has the following
configuration: 4 CPU cores, 1 Tesla T4 GPU, 16GB RAM,
120GB storage.

The competition follows the problem setting described in
Section 2.1 and it is composed of 3 phases. During the
Public phase (Jun 15 - 30, 2022) no submissions can be
done; instead, the participants can use the tutorial provided
as part of the starting kit (see Section 2.4), and Set-0 to
test their solutions before submitting them. Then, during
the Feedback phase (Jul 01 - Aug 31, 2022), participants
can make 2 submissions per day and a maximum of 100
submissions during the whole phase. Each submission is
evaluated on 1000 any-way any-shot tasks carved out from
Set-1 (100 tasks per dataset), and cannot take more than 5
hours of running time. Lastly, during the Final phase (Sep
01 - 30, 2022) the last submission of each participant on the
Feedback phase, whose performance is above the baseline
performance (see Section 2.5), will be evaluated on 6000
any-way any-shot tasks carved out from Set-2 (600 tasks
per dataset). Due to the increment of meta-test tasks, the
allowed running time will increase to 9 hours.

The submissions must follow our defined API, which was
designed to be flexible enough to allow participants to ex-

1Competition site: https://codalab.lisn.upsacla
y.fr/competitions/3627

plore any type of meta-learning algorithms. To encourage
a diversity of participants and types of submissions, this
competition has 5 different leagues. All the details about
the API, the leagues, the prizes, and rules can be found in
the competition site1. Notably, there is a special league
for New-in-ML for all participants with less than 10 ML
publications, none of which were ever accepted to the main
track of a major conference.

2.4. Starting kit and additional resources

The starting kit of this competition can be found in our
CodaLab site1. Since this competition is open to anyone
interested in meta-learning including novice people with-
out previous knowledge of meta-learning, our starting kit
contains a tutorial with three levels of complexity: beginner,
intermediate, and advance. To follow the beginner level
there are no prerequisites for the participants, therefore, any-
one can follow it. Moreover, to facilitate the accessibility
to our tutorial, we provide it in three equivalent formats,
i.e., all the formats contain the same information; thus, par-
ticipants have to follow just one: Google Colab, GitHub
repository, and zip file. We highly recommend the Google
Colab version since with it, the participants do not have to
download and/or install anything in their computers.

The tutorial will cover all the details regarding the cross-
domain meta-learning problem, the data used in this chal-
lenge, the structure for the submissions, the evaluation pro-
cess, and it provides suggestions for new submissions. By
following the tutorial, the participants will be able to create
their first submission in less than 10 minutes, and also they
will have access to all the baselines described in Section
3. In addition to our starting kit, we highly recommend to
check our white paper describing all the details of this com-
petition and the baseline results (Carrión-Ojeda et al., 2022).
Additional resources include the lessons learned from our
previous NeurIPS 2021 MetaDL challenge (El Baz et al.,
2022), and our Meta-Album preprint (Ullah et al., 2022).

2.5. Challenge metrics

Since the meta-test tasks have different configurations in
number of ways and shots, this competition uses the bal-
anced classification accuracy (bac) as the evaluation metric,
normalized with respect to the number of ways. This metric
is defined as follows:

Normalized Accuracy =
bac− bacRG

1− bacRG
, (1)

where bac also known as macro-averaging recall is defined
as:

bac =
1

N

N∑
i=1

correctly classified images of class i
total images of class i

, (2)
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and bacRG is accuracy of random guessing, i.e., 1/N .

The error bars computed for this competition correspond to
95% confidence interval of the mean normalized accuracy
at task level computed as follows:

CI = ±t× σ√
n
, (3)

where t is the t-value depending on confidence level and
degrees of freedom (df = n− 1); σ corresponds to the stan-
dard deviation of the normalized accuracy obtained on all
meta-test tasks, and n the number of such tasks. The base-
line performance that must be surpassed by the participants
in the Feedback phase to enter into the Final phase depends
on the league. The baseline performance for the Free-style
and Meta-learning leagues is 0.587 and 0.361, respectively.
These baseline performance were calculated by averaging
the normalized accuracy achieved by the best methods (see
Section 3.2) in each league over 10 runs varying the random
seed of the baseline methods.

3. Baseline results
This section provides the results of six baseline methods
carefully selected aiming to have a variety of approaches
in terms of training strategy (batch and episodic training),
and also in terms of modeling choices (fine-tuning, metric-
based, and ensemble). The first one, Train-from-scratch,
does not perform any meta-training: it directly learns each
meta-testing task using only its support set. The second
one, Fine-tuning, is a simple transfer learning method con-
sisting in pre-training a backbone network with batches
of data from the concatenated meta-training datasets, then
only fine-tuning the last layer at meta-test time. Three of
the remaining baselines are popular meta-learning methods:
Matching Networks (Vinyals et al., 2016), Prototypical
Networks (Snell et al., 2017), and FO-MAML (Finn et al.,
2017). And the last baseline is an adaptation of MetaDelta++
(Chen et al., 2021), which was the winner solution of the
previous NeurIPS’21 challenge. All baseline methods but
MetaDelta++ use a ResNet-18 backbone (He et al., 2016)
with the best-reported hyperparameters by the original au-
thors on 5-way 5-shot miniImageNet. Taking into account
that the complete baselines results are available in our white
paper describing all the details of this competition and the
baseline results (Carrión-Ojeda et al., 2022).

3.1. Experimental setting

Data: We report results for Feedback phase data of the
competition (see Section 2.3). Therefore, the 10 datasets of
Set-0 were divided into 7 datasets for meta-training, and 3
datasets for meta-validation. This division was randomly
made; hence, it was different in each run because of the
variation in the random seed.
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MetaDelta++
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Figure 1: Comparison of baselines methods using a ran-
domly initialized backbone and a pre-trained backbone. The
barplot show the average normalized accuracy over 3,000 any-way
any-shot meta-test tasks (100 tasks per dataset in each run). The
corresponding 95% CIs are computed at task level.

Evaluation setting: The meta-learning methods were meta-
trained on 30,000 5-ways 10-shots tasks, the Fine-tuning
baseline was meta-trained on 30,000 batches of size 16,
and the MetaDelta++ baseline was meta-trained during
3.5 hours with batches of size 64. The performance of
the meta-trained Learners was validated after every 5,000
meta-training steps on 300 5-ways 5-shots meta-validation
tasks except for MetaDelta++ in which case the Learner
was validated after every 50 meta-training batches on 50
5-ways 5-shots meta-validation tasks. The query set for
every task contained 20 examples per class except for the
meta-validation tasks used by MetaDelta++ in which case 5
examples per class were used. The Learner with the best val-
idation performance was evaluated following the protocol of
the Feedback phase and using the computational resources
described in Section 2.3.

3.2. Results

In Figure 1, we compare the baseline methods by averag-
ing results over all tasks from all datasets. The network
backbones are either initialized with random weights or pre-
trained weights with ImageNet before meta-training. The
figure shows that initializing the backbones with pre-trained
weights significantly helps, indicating that perhaps our meta-
training set is not large enough or that meta-training time is
not sufficient. We hope to see improvements in the Meta-
learning league of the challenge regarding using random
initialization. Moreover, the winner of the previous chal-
lenge (MetaDelta++) performs significantly better than other
baselines when using pre-trained backbone, but Prototypical
Networks is the best option when no-pretraining is allowed.

4. Conclusion
The NeurIPS’22 Cross-Domain MetaDL competition has
lower the barrier of entry by providing an easy-to-follow
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tutorial with all the information required by a newcomer.
Morevoer, the experimental results show that if pre-trained
backbones are allowed, MetaDelta++ is the best option
among the baselines and, in general, all baselines (except
for FO-MAML) benefit from using pre-trained initialization.
However, if using pre-trained weights is not allowed, which
is the case for some real world applications where no pre-
trained backbone is available, Prototypical Networks is the
best option within the evaluated methods.
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